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response func,ons

property =
�(variable)
�(strength)



response func,ons

☛  polarizability, dielectric constant
�Pi

�Ej

☛  piezoelectric constants
⇥Pi

⇥�kl

☛  elas,c constants
⇤⇥ij

⇤�kl

☛  interatomic force constants
�fs
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☛  Born effec,ve charges
�ds
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☛  ⋯ …
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the Hellmann-Feynman theorem
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= h �|Ĥ�| �i+ h �|Ĥ 0
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h �|Ĥ�| �i

= h �|Ĥ�| �i+ h �|Ĥ 0
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= h �|Ĥ�| �i+ h �|Ĥ 0
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�| �i+ E�

@

@�
h �| �i

the Hellmann-Feynman theorem

g(�) = min
x

G[x, �]
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�|��⇥
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☛ vibra,onal modes in the adiaba,c approxima,on 
interatomic force constants 
Born effec,ve charges 
...

H = H0 +
�

i

�ivi

☛ structural op,miza,on & molecular dynamics

energy deriva,ves



V�(r) = V0(r) +
X

i

�ivi(r)

density-func,onal perturba,on theory



V�(r) = V0(r) +
X

i

�ivi(r)

density-func,onal perturba,on theory

E(�) = min
n

✓
F [n] +

Z
V�(r)n(r)

◆ Z
n(r)dr = N DFT



V�(r) = V0(r) +
X

i

�ivi(r)

density-func,onal perturba,on theory

⇥E(�)

⇥�i
=

Z
n�(r)vi(r)dr HF

E(�) = min
n

✓
F [n] +

Z
V�(r)n(r)

◆ Z
n(r)dr = N DFT



V�(r) = V0(r) +
X

i

�ivi(r)

density-func,onal perturba,on theory

⇥E(�)

⇥�i
=

Z
n�(r)vi(r)dr HF

E(�) = min
n

✓
F [n] +

Z
V�(r)n(r)

◆ Z
n(r)dr = N DFT

DFPT
⇥2E(�)

⇥�i⇥�j
=

Z
⇥n�(r)

⇥�j
vi(r)dr



� = �0 +O(�) � E = E0 +O(�2)

� = �0 +
nX

l=1

⇥l�(l) +O(⇥n+1) �

E = E0 +
2n+1X

l=1

⇥lE(l) +O(⇥2n+2)

the “2n+1” theorem



� = �0 +O(�) � E = E0 +O(�2)

� = �0 +
nX

l=1

⇥l�(l) +O(⇥n+1) �

E = E0 +
2n+1X

l=1

⇥lE(l) +O(⇥2n+2)

the “2n+1” theorem



� = �0 +O(�) � E = E0 +O(�2)

� = �0 +
nX

l=1

⇥l�(l) +O(⇥n+1) �

E = E0 +
2n+1X

l=1

⇥lE(l) +O(⇥2n+2)

the “2n+1” theorem



� = �0 +O(�) � E = E0 +O(�2)

� = �0 +
nX

l=1

⇥l�(l) +O(⇥n+1) �

E = E0 +
2n+1X

l=1

⇥lE(l) +O(⇥2n+2)

the “2n+1” theorem

E =
h�0 + �0

|(H0 + V
0)|�0 + �0

i

h�0 + �0|�0 + �0i
+ O(V 04)



� = �0 +O(�) � E = E0 +O(�2)

� = �0 +
nX

l=1

⇥l�(l) +O(⇥n+1) �

E = E0 +
2n+1X

l=1

⇥lE(l) +O(⇥2n+2)

the “2n+1” theorem

E =
h�0 + �0

|(H0 + V
0)|�0 + �0

i

h�0 + �0|�0 + �0i
+ O(V 04)

E(3) = h�0|V 0|�0i � h�0|�0ih�0|V 0|�0i



calcula,ng the response

n(r) =
X

v

|�v(r)|2

n0(r) = 2Re
X

v

��⇤
v (r)�0

v(r)



⇥0
v =

X

c

⇥�
c
⇥⇥�

c |V 0|⇥�
v⇤

��v � ��c

n0(r) = 2Re
X

v

⇥�⇤
v (r)⇥0

v(r)

= 2Re
X

cv

�0vc⇥
�⇤
v (r)⇥�

c(r)

calcula,ng the response

n(r) =
X

v

|�v(r)|2

n0(r) = 2Re
X

v

��⇤
v (r)�0

v(r)



(H� � ��v)⇥0
v = �PcV

0⇥�
v

⇥0
v =

X

c

⇥�
c
⇥⇥�

c |V 0|⇥�
v⇤

��v � ��c

n0(r) = 2Re
X

v

⇥�⇤
v (r)⇥0

v(r)

= 2Re
X

cv

�0vc⇥
�⇤
v (r)⇥�

c(r)

calcula,ng the response

n(r) =
X

v

|�v(r)|2

n0(r) = 2Re
X

v

��⇤
v (r)�0

v(r)



calcula,ng the response

n0(r) = 2Re
X

v

��⇤
v (r)�0

v(r)

(H� � ��v)⇥0
v = �PcV

0⇥�
v



V0(r) � n(r)

DFPT: the equa,ons

�
�� + VSCF (r)

⇥
⇥v(r) = �v⇥v(r)

n(r) =
�

�v<EF

|�v(r)|2

VSCF (r) = V0(r) +
�

n(r�)
|r� r�|dr

� + µxc(r)

DFT



V0(r) � n(r)

DFPT: the equa,ons

V �(r) � n�(r)

DFPT

V �
SCF (r) = V �(r) +

�
n�(r�)

|r� r�|dr
� + µ�

xc(r)

n⇥(r) = 2 Re
�

�v<EF

��
v(r)�⇥

v(r)

�
�� + VSCF (r)

⇥
⇥v(r) = �v⇥v(r)

n(r) =
�

�v<EF

|�v(r)|2

VSCF (r) = V0(r) +
�

n(r�)
|r� r�|dr

� + µxc(r)

DFT

�
�� + VSCF (r)� �v

⇥
⇥�

v(r) = PcV
�
SCF (r)⇥v(r)

SB, P. Giannozzi, and A. Testa,  Phys. Rev. LeS. 58, 1861 (1987)



simula,ng atomic vibra,ons ...



laXce dynamics
0.R*$)42'.+&*1

V (r) = V0(r)

+
�

R

u(R) · �v(r�R)
�R

E = E0

+
1
2

�

R,R�

u(R) · �2E

�u(R)�u(R�)
· u(R�)

+ · · ·

R’

R
u(R)

u(R’)

5

V (r) = V0(r) +
X

R

u(R) · �v(r�R)
�R

+ · · ·



laXce dynamics
0.R*$)42'.+&*1

V (r) = V0(r)

+
�

R

u(R) · �v(r�R)
�R

E = E0

+
1
2

�

R,R�

u(R) · �2E

�u(R)�u(R�)
· u(R�)

+ · · ·

R’

R
u(R)

u(R’)

5

V (r) = V0(r) +
X

R

u(R) · �v(r�R)
�R

+ · · ·

E = E0 +
1
2

X

R,R0

u(R) · �2E

�u(R)�u(R0)
· u(R0)

+ · · ·



laXce dynamics
0.R*$)42'.+&*1

V (r) = V0(r)

+
�

R

u(R) · �v(r�R)
�R

E = E0

+
1
2

�

R,R�

u(R) · �2E

�u(R)�u(R�)
· u(R�)

+ · · ·

R’

R
u(R)

u(R’)

5

V (r) = V0(r) +
X

R

u(R) · �v(r�R)
�R

+ · · ·

E = E0 +
1
2

X

R,R0

u(R) · �2E

�u(R)�u(R0)
· u(R0)

+ · · ·

� @F(R)
@u(R0)



laXce dynamics
0.R*$)42'.+&*1

V (r) = V0(r)

+
�

R

u(R) · �v(r�R)
�R

E = E0

+
1
2

�

R,R�

u(R) · �2E

�u(R)�u(R�)
· u(R�)

+ · · ·

R’

R
u(R)

u(R’)

5

DFT DPFT

V (r) = V0(r) +
X

R

u(R) · �v(r�R)
�R

+ · · ·

E = E0 +
1
2

X

R,R0

u(R) · �2E

�u(R)�u(R0)
· u(R0)

+ · · ·

� @F(R)
@u(R0)



laXce dynamics
0.R*$)42'.+&*1

V (r) = V0(r)

+
�

R

u(R) · �v(r�R)
�R

E = E0

+
1
2

�

R,R�

u(R) · �2E

�u(R)�u(R�)
· u(R�)

+ · · ·

R’

R
u(R)

u(R’)

5

det


⇤2E

⇤u(R)⇤u(R0)
� ⇥2M(R)�R,R0

�
= 0

DFT DPFT

V (r) = V0(r) +
X

R

u(R) · �v(r�R)
�R

+ · · ·

E = E0 +
1
2

X

R,R0

u(R) · �2E

�u(R)�u(R0)
· u(R0)

+ · · ·

� @F(R)
@u(R0)



�
H0 � �kv

�
⇥0k+q
v (r) = �PcV

0q
SCF⇥

k
v (r)

monochroma,c perturba,ons

DFPT rhs:

x

2�
q

V �q(x)



�
H0 � �kv

�
⇥0k+q
v (r) = �PcV

0q
SCF⇥

k
v (r)

monochroma,c perturba,ons

x

2�
q

V �q(x)



�
H0 � �kv

�
⇥0k+q
v (r) = �PcV

0q
SCF⇥

k
v (r)

monochroma,c perturba,ons

ei(k+q)·ru�k+q
v (r) eik·ru�k

v (r)

x

2�
q

V �q(x)



n⇤q(r) = eiq·r
X

v,k

u⇥k�
v (r)u⇤k+q

v (r)

�
H0 � �kv

�
⇥0k+q
v (r) = �PcV

0q
SCF⇥

k
v (r)

monochroma,c perturba,ons

ei(k+q)·ru�k+q
v (r) eik·ru�k

v (r)

x

2�
q

V �q(x)



n⇤q(r) = eiq·r
X

v,k

u⇥k�
v (r)u⇤k+q

v (r)

�
H0 � �kv

�
⇥0k+q
v (r) = �PcV

0q
SCF⇥

k
v (r)

monochroma,c perturba,ons

V 0q(r) = V 0q
ext(r) +

Z ✓
e2

|r� r0| + xc(r, r0)
◆

n0q(r0)dr0

ei(k+q)·ru�k+q
v (r) eik·ru�k

v (r)

x

2�
q

V �q(x)



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E

rot E ⇠ iq⇥ E = 0



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E

rot E ⇠ iq⇥ E = 0 u ? q) E = 0 (T)



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E

rot E ⇠ iq⇥ E = 0 u ? q) E = 0 (T)

FT = �M!2
0u



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E

rot E ⇠ iq⇥ E = 0

div D ⇠ iq · D = 0

u ? q) E = 0 (T)

FT = �M!2
0u



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E

rot E ⇠ iq⇥ E = 0

div D ⇠ iq · D = 0

u ? q) E = 0 (T)

u � q� D = 0 (L)

FT = �M!2
0u



phonons in polar materials

E(u,E) =
1
2
M!2

0u2 � ⌦
8⇡

✏1E2 � eZ⇤u · E

F � ��E

�u
= �M�2

0u + Z�E

D � �4�

�
�E

�E
=

4�

�
Z�u + ��E

rot E ⇠ iq⇥ E = 0

div D ⇠ iq · D = 0

u ? q) E = 0 (T)

u � q� D = 0 (L)

FT = �M!2
0u FL = �M

✓
!2

0 +
4⇡Z⇤

M⌦✏1

◆
u



macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

E = const

V 0(r) = E · r



macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

�0
v(r) = eik·ruv,k(r)

V ⇥(r)�0
v(r) = ??

E = const

V 0(r) = E · r



macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

�0
v(r) = eik·ruv,k(r)

V ⇥(r)�0
v(r) = ??

E = const

V 0(r) = E · r



�PcV
0⇥0

v = �E
X

c

⇥0
c⇤⇥0

c |x|⇥0
v⌅

= �E
X

c

⇥0
c
⇤⇥0

c |[H0, x]|⇥0
v⌅

�0c � �0v
⇥ ⇤0

v

macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

�0
v(r) = eik·ruv,k(r)

V ⇥(r)�0
v(r) = ??

E = const

V 0(r) = E · r



<latexit sha1_base64="Jvn9I2zJOec//caZDR38AU4/G6c=">AAACw3icdVJLj9MwEHbCaymvAkcuFlUlJKCkiwRcFlZCSHtcJNpdqW4tx502Vh3H+LFqFfLrOPETOPNHcJKN0EIZaayZb755aMaplsK6JPkZxdeu37h56+B2787de/cf9B8+mtrCGw4TXsjCnKfMghQKJk44CefaAMtTCWfp5mMdP7sAY0WhvridhnnO1kqsBGcuQLT/g0im1hIw0ZmgF4sEf8PboI3rg0tMGz/CJd7DnZ282M738UkR2mIC2goZGtXsl3/cmlmRr54tcfu2dY4CpyRZyszi8LJCXgVEM+MEk13Rzt1Wz2dTWipZhWTaH4xHSSP4/8bgw/fXjZzS/i+yLLjPQTkumbWzcaLdvKxrcwlVj3gLmvENW0PZLLrCwwAt8aowQZXDDXqFx3Jrd3kamDlzmf07VoP7YjPvVu/mpVDaO1C8bbTyErsC11fDS2GAO7nDjPMwr2cuzMEzZhh34bq94XCIMzBAhaUuA9r9gV7YStLt4F+j28r0cDR+M0o+J4Pj96iVA/QEPUXP0Bi9RcfoBJ2iCeLRq2gSLSIaf4o3sYldS42jy5zH6IrE1W+2LtoH</latexit>

h�0
v|x|�0

ui =
h�0

v|[H,x]|�0
ui

✏0v � ✏0u

[H,x] = �~2
m

@

@x
+ [Vnl, x]

�PcV
0⇥0

v = �E
X

c

⇥0
c⇤⇥0

c |x|⇥0
v⌅

= �E
X

c

⇥0
c
⇤⇥0

c |[H0, x]|⇥0
v⌅

�0c � �0v
⇥ ⇤0

v

macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

�0
v(r) = eik·ruv,k(r)

V ⇥(r)�0
v(r) = ??

E = const

V 0(r) = E · r



<latexit sha1_base64="Jvn9I2zJOec//caZDR38AU4/G6c=">AAACw3icdVJLj9MwEHbCaymvAkcuFlUlJKCkiwRcFlZCSHtcJNpdqW4tx502Vh3H+LFqFfLrOPETOPNHcJKN0EIZaayZb755aMaplsK6JPkZxdeu37h56+B2787de/cf9B8+mtrCGw4TXsjCnKfMghQKJk44CefaAMtTCWfp5mMdP7sAY0WhvridhnnO1kqsBGcuQLT/g0im1hIw0ZmgF4sEf8PboI3rg0tMGz/CJd7DnZ282M738UkR2mIC2goZGtXsl3/cmlmRr54tcfu2dY4CpyRZyszi8LJCXgVEM+MEk13Rzt1Wz2dTWipZhWTaH4xHSSP4/8bgw/fXjZzS/i+yLLjPQTkumbWzcaLdvKxrcwlVj3gLmvENW0PZLLrCwwAt8aowQZXDDXqFx3Jrd3kamDlzmf07VoP7YjPvVu/mpVDaO1C8bbTyErsC11fDS2GAO7nDjPMwr2cuzMEzZhh34bq94XCIMzBAhaUuA9r9gV7YStLt4F+j28r0cDR+M0o+J4Pj96iVA/QEPUXP0Bi9RcfoBJ2iCeLRq2gSLSIaf4o3sYldS42jy5zH6IrE1W+2LtoH</latexit>

h�0
v|x|�0

ui =
h�0

v|[H,x]|�0
ui

✏0v � ✏0u

[H,x] = �~2
m

@

@x
+ [Vnl, x]

�PcV
0⇥0

v = �E
X

c

⇥0
c⇤⇥0

c |x|⇥0
v⌅

= �E
X

c

⇥0
c
⇤⇥0

c |[H0, x]|⇥0
v⌅

�0c � �0v
⇥ ⇤0

v

macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

�0
v(r) = eik·ruv,k(r)

V ⇥(r)�0
v(r) = ??

E = const

V 0(r) = E · r



<latexit sha1_base64="Jvn9I2zJOec//caZDR38AU4/G6c=">AAACw3icdVJLj9MwEHbCaymvAkcuFlUlJKCkiwRcFlZCSHtcJNpdqW4tx502Vh3H+LFqFfLrOPETOPNHcJKN0EIZaayZb755aMaplsK6JPkZxdeu37h56+B2787de/cf9B8+mtrCGw4TXsjCnKfMghQKJk44CefaAMtTCWfp5mMdP7sAY0WhvridhnnO1kqsBGcuQLT/g0im1hIw0ZmgF4sEf8PboI3rg0tMGz/CJd7DnZ282M738UkR2mIC2goZGtXsl3/cmlmRr54tcfu2dY4CpyRZyszi8LJCXgVEM+MEk13Rzt1Wz2dTWipZhWTaH4xHSSP4/8bgw/fXjZzS/i+yLLjPQTkumbWzcaLdvKxrcwlVj3gLmvENW0PZLLrCwwAt8aowQZXDDXqFx3Jrd3kamDlzmf07VoP7YjPvVu/mpVDaO1C8bbTyErsC11fDS2GAO7nDjPMwr2cuzMEzZhh34bq94XCIMzBAhaUuA9r9gV7YStLt4F+j28r0cDR+M0o+J4Pj96iVA/QEPUXP0Bi9RcfoBJ2iCeLRq2gSLSIaf4o3sYldS42jy5zH6IrE1W+2LtoH</latexit>

h�0
v|x|�0

ui =
h�0

v|[H,x]|�0
ui

✏0v � ✏0u

[H,x] = �~2
m

@

@x
+ [Vnl, x]

�PcV
0⇥0

v = �E
X

c

⇥0
c⇤⇥0

c |x|⇥0
v⌅

= �E
X

c

⇥0
c
⇤⇥0

c |[H0, x]|⇥0
v⌅

�0c � �0v
⇥ ⇤0

v

macroscopic electric fields

-
-
-
-
-
-
-

+
+
+
+
+
+
+

�0
v(r) = eik·ruv,k(r)

V ⇥(r)�0
v(r) = ??

E = const

V 0(r) = E · r  DFPT rhs(H0 � �0v)⇤
0
v = �EPc[H0, x]⇥

0
v



interatomic force constants

�↵�
st (R�R0) = � @2E

@u↵
s (R)@u�

t (R0)

=
⌦

(2⇡)3

Z
eiq·(R�R0)D↵�

st (q)dq

D↵�
st (q) = D̄↵�

st (q) +
4⇡e2

⌦✏1
Z?

s Z?
t
q↵q�

q2



interatomic force constants

�↵�
st (R�R0) = � @2E

@u↵
s (R)@u�

t (R0)

=
⌦

(2⇡)3

Z
eiq·(R�R0)D↵�

st (q)dq

D↵�
st (q) = D̄↵�

st (q) +
4⇡e2

⌦✏1
Z?

s Z?
t
q↵q�

q2



interatomic force constants

�↵�
st (R�R0) = � @2E

@u↵
s (R)@u�

t (R0)

=
⌦

(2⇡)3

Z
eiq·(R�R0)D↵�

st (q)dq

D↵�
st (q) = D̄↵�

st (q) +
4⇡e2

⌦✏1
Z?

s Z?
t
q↵q�

q2

short ranged + 
dipole-dipole



remove the singulari,es in D(q) 

do FFT’s (# R’s = # q’s - the shorter 
the range, the coarser the grid) 

store informa,on 

interpolate D(q) on any finer mesh 
you may need for prac,cal purposes 
(pad Φ with 0’s and do FFT-1: # q’s = 
# R’s) 

calculate phonon bands

interatomic force constants

�↵�
st (R�R0) = � @2E

@u↵
s (R)@u�

t (R0)

=
⌦

(2⇡)3

Z
eiq·(R�R0)D↵�

st (q)dq

D↵�
st (q) = D̄↵�

st (q) +
4⇡e2

⌦✏1
Z?

s Z?
t
q↵q�

q2

short ranged + 
dipole-dipole



☛ response functions calculated in terms of response orbitals, 

☛ solve the linear system:                      ; do not calculate empty 
(conduction) states

☛ calculate the response to the perturbation you want, only

☛ non-local perturbations: OK 

☛ non-periodic perturbations: OK

☛ macroscopic electric fields: OK

DFPT: the main features

{��
v}

�v ⇥� HKS�v



☛ response functions calculated in terms of response orbitals, 

☛ solve the linear system:                      ; do not calculate empty 
(conduction) states

☛ calculate the response to the perturbation you want, only

☛ non-local perturbations: OK 

☛ non-periodic perturbations: OK

☛ macroscopic electric fields: OK

DFPT: the main features

{��
v}

�v ⇥� HKS�v



☛ response functions calculated in terms of response orbitals, 

☛ solve the linear system:                      ; do not calculate empty 
(conduction) states

☛ calculate the response to the perturbation you want, only

☛ non-local perturbations: OK 

☛ non-periodic perturbations: OK

☛ macroscopic electric fields: OK

DFPT: the main features

{��
v}

�v ⇥� HKS�v



☛ response functions calculated in terms of response orbitals, 

☛ solve the linear system:                      ; do not calculate empty 
(conduction) states

☛ calculate the response to the perturbation you want, only

☛ non-local perturbations: OK 

☛ non-periodic perturbations: OK

☛ macroscopic electric fields: OK

DFPT: the main features

{��
v}

�v ⇥� HKS�v



☛ response functions calculated in terms of response orbitals, 

☛ solve the linear system:                      ; do not calculate empty 
(conduction) states

☛ calculate the response to the perturbation you want, only

☛ non-local perturbations: OK 

☛ non-periodic perturbations: OK

☛ macroscopic electric fields: OK

DFPT: the main features

{��
v}

�v ⇥� HKS�v



☛ response functions calculated in terms of response orbitals, 

☛ solve the linear system:                      ; do not calculate empty 
(conduction) states

☛ calculate the response to the perturbation you want, only

☛ non-local perturbations: OK 

☛ non-periodic perturbations: OK

☛ macroscopic electric fields: OK

DFPT: the main features

{��
v}

�v ⇥� HKS�v





phonons from DFPT

P. Giannozzi, S. de Gironcoli, P. Pavone, and SB, Phys. Rev. B 43, 7231 (1991)



DFPT phonons in metals

Stefano de Gironcoli,  
Phys. Rev. B 51, 6773 (1995)



applica,ons done so far

Dielectric proper,es 

Piezoelectric proper,es 

Elas,c proper,es 

Phonon in crystals and alloys 

Phonon at surfaces, interfaces, 
super-laXces, and nano-structures 

Raman and infrared ac,vi,es 

Anharmonic couplings and 
vibra,onal line widths 

Mode sodening and structural 
transi,ons 

Electron-phonon interac,on and 
superconduc,vity 

Thermal expansion 

Isotopic effects on structural and 
dynamical proper,es 

Thermo-elas,city and other thermal 
proper,es of minerals 

…
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First-Principles Calculation of Vibrational Raman Spectra in Large Systems:
Signature of Small Rings in Crystalline SiO2

Michele Lazzeri and Francesco Mauri
Laboratoire de Minéralogie Cristallographie de Paris, 4 Place Jussieu, 75252 Paris cedex 05, France

(Received 24 June 2002; published 23 January 2003)

We present an approach for the efficient calculation of vibrational Raman intensities in periodic
systems within density functional theory. The Raman intensities are computed from the second order
derivative of the electronic density matrix with respect to a uniform electric field. In contrast to
previous approaches, the computational effort required by our method for the evaluation of the
intensities is negligible compared to that required for the calculation of vibrational frequencies. As a
first application, we study the signature of 3- and 4-membered rings in the Raman spectra of several
polymorphs of SiO2, including a zeolite (H-ZSM-18) having 102 atoms per unit cell.

DOI: 10.1103/PhysRevLett.90.036401 PACS numbers: 71.15.Mb, 78.30.–j

Vibrational Raman spectroscopy [1] is one of the most
widely used optical techniques in materials science. It is a
standard method for quality control in production lines. It
is very effective in determining the occurrence of new
phases or structural changes at extreme conditions (high
pressure and temperature), where it is often preferred to
the more difficult and less readily available x-ray diffrac-
tion experiments based on synchrotron sources [2].
Moreover, it can be used in the absence of long-range
structural order as for liquid or amorphous materials
[3–5]. The theoretical determination of Raman spectra
is highly desirable, since it can be used to associate
Raman lines to specific microscopic structures.

Density functional theory (DFT) [6] can be used to
determine with high accuracy both frequencies and in-
tensities of Raman spectra.Vibrational frequencies can be
efficiently determined using first order response [7,8].
Within this approach Raman intensities (RI) calculation
is also possible, but requires a computational time sig-
nificantly larger and is not practical for large systems.
Thus, while many examples of frequency calculations
have been reported so far [7], RI were predicted from
first-principles in a very limited number of cases involv-
ing systems with a small number of atoms [9–11]. In this
Letter we show that it is possible to obtain RI in extended
solids with a computational cost negligible with respect
to that required for the frequency determination. The
efficiency of our approach will lead ab initio calculations
to become a routine instrument for the interpretation of
experimental Raman data. Our method is based on sec-
ond order response to DFT. In particular, we compute the
second order derivative of the electronic density matrix
with respect to a uniform electric field, using pseudopo-
tentials and periodic boundary conditions. As a first ap-
plication we calculate Raman spectra of several SiO2
polymorphs, including a zeolite having 102 atoms per
unit cell [12].

In a Raman spectrum the peak positions are fixed by
the frequencies !! of the optical phonons with null wave

vector. In nonresonant Stokes Raman spectra of har-
monic solids, the peak intensities I! can be computed
within the Placzek approximation [1] as:

I! / jei !A
$! ! esj2

1

!!
"n! # 1$; (1)

where ei (es) is the polarization of the incident (scattered)
radiation, n! % &exp" !h!!=kBT$ ' 1('1, T is the tempera-
ture, and

A!
lm %

X

k"

@3Eel

@El@Em@uk"

w!
k"
!!!!!!!

M"
p : (2)

Here Eel is the electronic energy of the system, El is the
lth Cartesian component of a uniform electric field, uk" is
the displacement of the "th atom in the kth direction, M"
is the atomic mass, andw!

k" is the orthonormal vibrational
eigenmode !.

Linear response [7,8] can be used to determine !!, w!,
and also the dielectric tensor !$1 defined as #1lm % $lm '
"4%="$@2Eel="@El@Em$, where " is the cell volume. RI
have been computed [9,10] through Eq. (1), obtaining A

$!

by finite-differences derivation of !$1 with respect to uk".
This approach requires 36Nat linear response calcula-
tions, where Nat is the number of atoms. Thus, the scaling
of the RI calculation is the same as that of the frequency
calculation with a much larger prefactor. This has limited
the applications of this approach to small systems. RI
have also been computed from the dynamical autocorre-
lation functions of !$1 in a molecular dynamics (MD) run
[11]. This approach also copes with liquids or anharmonic
solids, but is very demanding, requiring the calculation of
!$1 at each MD step.

Alternatively, RI can be obtained knowing the second
order derivative of the DFT density matrix & %
P

v j vih vj, j vi being the normalized occupied Kohn-
Sham (KS) eigenstates [6]. In fact, according to the well
known Hellmann-Feynman theorem,

P H Y S I C A L R E V I E W L E T T E R S week ending
24 JANUARY 2003VOLUME 90, NUMBER 3

036401-1 0031-9007=03=90(3)=036401(4)$20.00  2003 The American Physical Society 036401-1

a sampler of more recent applica,ons

 

α-Quartz
Experim.
Theory

× 10

 

In
te

ns
ity

 (a
rb

itr
ar

y 
un

its
)

Cristobalite

× 6

 

0 200 400 600 800 1000 1200
Raman shift (cm-1)

Coesite

× 10

 

In
te

ns
ity

200 300 400 500 600
Raman shift (cm-1)

Vitr.-SiO2
Coesite

 520 
cm   -1

D1 490 
cm   -1

D2
 605 
 cm-1

 
In

te
ns

ity

200 300 400 500 600
Raman shift (cm-1)

Vitr.-SiO2
ZSM-18 Zeolite

 485 
cm   -1

D1 490 
cm   -1

D2
 605 
cm   -1  615 

 cm-1



a sampler of recent applica,ons

Vibrational Recognition of Adsorption Sites for CO on
Platinum and Platinum-Ruthenium Surfaces
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Abstract:We have studied the vibrational properties of CO adsorbed on platinum and platinum-ruthenium
surfaces using density-functional perturbation theory within the Perdew-Burke-Ernzerhof generalized-
gradient approximation. The calculated C-O stretching frequencies are found to be in excellent agreement
with spectroscopic measurements. The frequency shifts that take place when the surface is covered with
ruthenium monolayers are also correctly predicted. This agreement for both shifts and absolute vibrational
frequencies is made more remarkable by the frequent failure of local and semilocal exchange-correlation
functionals in predicting the stability of the different adsorption sites for CO on transition metal surfaces.
We have investigated the chemical origin of the C-O frequency shifts introducing an orbital-resolved analysis
of the force and frequency density of states, and assessed the effect of donation and backdonation on the
CO vibrational frequency using a GGA + molecular U approach. These findings rationalize and establish
the accuracy of density-functional calculations in predicting absolute vibrational frequencies, notwithstanding
the failure in determining relative adsorption energies, in the strong chemisorption regime.

Introduction

Fuel cells are energy conversion systems of potentially high
environmental benefit1 that provide electricity and heat by
catalytic conversion of a fuel, such as hydrogen or methanol.
Despite their advantages, several technological obstacles have
hindered the deployment of fuel-cell systems. For low-temper-
ature fuel cells that use platinum as electrode material, one major
limitation is CO poisoning, whereby CO occupies active sites
on the platinum catalyst and prevents fuel oxidation.2 Typically,
in polymer electrolyte membrane fuel cells (PEMFCs), CO
concentrations must be brought below 10-50 ppm to maintain
an acceptable catalytic performance. For comparison, CO
concentrations are generally on the order of thousands of ppm
in reformed hydrogen fuels.3 CO poisoning is even more
problematic for direct methanol fuel cells (DMFCs) since CO
is always present in critical amounts as an intermediate in
methanol oxidation.4
Ruthenium islands on platinum catalysts have been shown

to considerably attenuate CO poisoning,5,6 although the micro-
scopic details of this phenomenon are not completely under-

stood. Two main mechanisms have been proposed to explain
this improved tolerance to CO. Within the bifunctional-
mechanism model, adsorbed OH species generated by water
dissociation at the platinum/ruthenium edge promote the oxida-
tion of CO (the promotion effect).4,6-9 According to an alterna-
tive view, ruthenium modifies the electronic structure of
neighboring platinum atoms, reducing their affinity for CO (the
ligand/intrinsic effect).4,9 To investigate further these mecha-
nisms of central interest to fuel-cell technology, it is necessary
to elucidate the nature of the chemical interaction between CO
and bimetallic surfaces.
In most cases, density-functional theory provides a reliable

description of molecular adsorption and dissociation on transi-
tion metals.10-15 However, CO adsorption on transition metal
surfaces is unexpectedly problematic. Indeed, at low CO

† Massachusetts Institute of Technology.
‡ University of Illinois at Urbana-Champaign.

(1) Tester, J. W.; Drake, E. M.; Driscoll, M. J.; Golay, M. W.; Peters, W. A.
Sustainable Energy; MIT Press, 2005.

(2) Larminie, J.; Dicks, A. Fuel Cell Systems Explained, 2nd ed.; Wiley-
VCH: 2003.

(3) Vielstich, W.; Lamm, A.; Gasteiger, H. Handbook of Fuel Cells: Funda-
mentals, Technology, Applications; Wiley-VCH: 2003. Brandon, N. P.;
Thompsett, D. Fuel Cells Compendium; Elsevier: 2005.

(4) Hoogers, G. Fuel Cell Technology Handbook; CRC Press: 2003.
(5) Cramm, S.; Friedrich, K. A.; Geyzers, K. P.; Stimming, U.; Vogel, R.

Fresenius’ Journal Of Analytical Chemistry 1997, 358 (1-2), 189-192.

(6) Herrero, E.; Feliu, J. M.; Wieckowski, A. Langmuir 1999, 15 (15), 4944-
4948. Crown, A.; Johnston, C.; Wieckowski, A. Surf. Sci. 2002, 506 (1-
2), L268-L274.

(7) Tong, Y. Y.; Kim, H. S.; Babu, P. K.; Waszczuk, P.; Wieckowski, A.;
Oldfield, E. J. Am. Chem. Soc. 2002, 124 (3), 468-473.

(8) Maillard, F.; Lu, G.-Q.; Wieckowski, A.; Stimming, U. J. Phys. Chem. B
2005, 109 (34), 16230-16243.

(9) Liu, P.; Logadottir, A.; Nørskov, J. K. Electrochim. Acta 2003, 48 (25-
26), 3731-3742.

(10) Hammer, B.; Morikawa, Y.; Nørskov, J. K. Phys. ReV. Lett. 1996, 76 (12),
2141-2144.

(11) Hammer, B.; Nørskov, J. K. Nature 1995, 376 (6537), 238-240.
(12) Nørskov, J. K.; Bligaard, T.; Logadottir, A.; Bahn, S.; Hansen, L. B.;

Bollinger, M.; Bengaard, H.; Hammer, B.; Sljivancanin, Z.; Mavrikakis,
M.; Xu, Y.; Dahl, S.; Jacobsen, C. J. H. J. Catal. 2002, 209 (2), 275-278.

(13) Greeley, J.; Mavrikakis, M. Nat. Mater. 2004, 3 (11), 810-815.
(14) Reuter, K.; Frenkel, D.; Scheffler, M. Phys. ReV. Lett. 2004, 93, 116105-

116108.
(15) Hammer, B.; Hansen, L. B.; Nørskov, J. K. Phys. ReV. B 1999, 59 (11),

7413-7421.

Published on Web 08/17/2007

10.1021/ja067944u CCC: $37.00 © 2007 American Chemical Society J. AM. CHEM. SOC. 2007, 129, 11045-11052 9 11045

coverage, local and generalized-gradient density-functional
calculations predict CO adsorption on Pt(111) to take place at
the fcc site, contradicting low-temperature experiments, which
unambiguously indicate atop adsorption. This well-known
qualitative discrepancy (the “CO/Pt(111) puzzle”)16 precludes
an accurate description of important phenomena, such as the
surface diffusion of CO adsorbates and the thermal population
of CO adsorption sites. Similar qualitative errors have been
reported for CO adsorbed on rhodium and copper surfaces,16-18
and a wide body of literature exists on the subject.19-30

In this work, we highlight and rationalize the accuracy of
density-functional calculations in predicting the stretching
frequencies of CO adsorbed on platinum and platinum-
ruthenium surfaces, notwithstanding the failure in predicting the
most stable adsorption site. We first present density-functional
theory and density-functional perturbation theory results for the
energetic, structural, and vibrational properties of adsorbed CO.
Second, we introduce a novel orbital-resolved force analysis to
clarify the electronic origins of the C-O frequency shifts as a
function of the adsorption site. Last, we rationalize the accuracy
of the stretching-frequency predictions by analyzing the influ-
ence of donation and backdonation using a GGA + molecular
U model recently introduced by Kresse, Gil, and Sautet.19

Theoretical Basis

The (111) transition metal surface is modeled using a
periodically repeated slab composed of four layers, each layer
containing four atoms per supercell. A !3 × 2 adsorption
structure corresponding to a coverage of 1/4 of the monolayer
(ML) is adopted for the CO overlayer. Atomic cores are
represented by ultrasoft pseudopotentials31 (cf. Supporting
Information). The exchange-correlation energy is calculated
within the Perdew-Burke-Ernzerhof generalized-gradient ap-
proximation (PBE-GGA).32 The size of the vacuum region
separating the periodic slabs is ∼13 Å. We use a shifted 4 × 4
× 1 mesh with cold-smearing occupations33 (smearing temper-
ature of 0.4 eV) to sample the Brillouin zone. Energy cutoffs
of 24 and 192 Ry are applied to the plane-wave expansions of
the wavefunctions and charge density, respectively. As discussed
in ref 16, the system is not spin-polarized. Using the above slab

thickness and calculation parameters, we verify that adsorption
energies are converged within less than 10 meV and that atomic
forces are converged within a few meV/Å.
The bond length and stretching frequency of CO in the gas

phase are calculated to be 1.140 Å and 2140 cm-1 (experimental
values are 1.128 Å and 2170 cm-1). The PBE-GGA lattice
parameter and bulk modulus of platinum are 3.993 Å and 2.36
Mbar, in good agreement with experimental values of 3.923 Å
and 2.30 Mbar.34 All our calculations use fully relaxed
configurations.

Results

We report the results of our density-functional calculations
in Tables 1 and 2. For platinum surfaces, the calculated atop
binding energy Eads(atop) ) 1.61 eV is consistent with that
reported in ref 39 (1.55 eV in the same adsorption structure).
As a matter of comparison, the experimental heat of adsorption
at 1/4 ML CO is 1.30 eV. The relative adsorption energy Eads-
(atop) - Eads(fcc) is calculated to be -0.13 eV, in accordance
with the gradient-corrected relative adsorption energies (ranging
from -0.10 to -0.25 eV) reported in ref 16. As expected, our
density-functional calculations favor CO adsorption at the
threefold fcc and hcp sites for platinum and platinum-ruthenium
surfaces, confirming the aforementioned disagreement with
experiments. (Note that bridge adsorption of CO on platinum-
ruthenium surfaces is predicted to be energetically unstable.)
Despite this noteworthy failure, the bond length d(C-O) is
calculated to be 1.153 Å at the atop site and 1.177 Å at the
bridge site on platinum, in good agreement with experimental
bond lengths (1.15 ( 0.05 Å at both the atop and fcc sites).
Similarly, the distance d(Pt-C) from the carbon to its nearest
platinum neighbor, calculated to be 1.864 Å at the atop site
and 2.029 Å at the fcc site, is always within experimental error
(experimental bond lengths are 1.85 ( 0.1 Å and 2.08 ( 0.07
Å at the atop and fcc sites, respectively). Note that both bond
lengths increase with coordination.
The full phonon spectra for CO adsorbed at the atop, bridge,

hcp, and fcc sites on platinum and platinum-ruthenium surfaces

(16) Feibelman, P. J.; Hammer, B.; Nørskov, J. K.; Wagner, F.; Scheffler, M.;
Stumpf, R.; Watwe, R.; Dumesic, J. J. Phys. Chem. B 2001, 105 (18),
4018-4025.
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Table 1. Adsorption Energies, Structural Properties, and
Vibrational Frequencies Calculated Using Density-Functional
Theory and Density-Functional Perturbation Theory for CO
Adsorbed on Clean Pt(111) Surfacesa

site atop bridge hcp fcc

slab 4 ML Pt 4 ML Pt 4 ML Pt 4 ML Pt
Eads (eV) 1.61 (1.30)b 1.71 1.72 1.74
d(C-O) (Å) 1.153

(1.15 ( 0.05)c
1.177
(1.15 ( 0.05)c

1.188 1.189

d(M-C) (Å) 1.864
(1.85 ( 0.1)c

2.029
(2.08 ( 0.07)c

2.116 2.121

h(C) (Å) 2.017 1.543 1.380 1.373
θ(CO) (deg) 1.4 1.4 0.5 0.4
ν(C-O) (cm-1) 2050

(2070)d
1845
(1830)d

1752
(1760)d

1743
(1760)d

ν(M-C) (cm-1) 584
(470)e

413
(380)e

358 344

bending
modes (cm-1)

392
386

393
346

329
315

328
300

other
modes (cm-1)

0 to 230 0 to 231 0 to 196 0 to 186

a h(C) denotes the distance from C to the first surface layer, and θ(CO)
denotes the tilt angle of CO. b ref 35. c ref 36. d ref 37. e ref 38.
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atop (CO@Pt1) 
EDFT = +0.10 eV 
νDFT = 2050 cm-1 

νexp = 2070 cm-1

bridge (CO@Pt2) 
EDFT = +0.03 eV 
νDFT = 1845 cm-1 

νexp = 1830 cm-1

fcc (CO@Pt3) 
EDFT = 0 eV 
νDFT = 1743 cm-1 

νexp = 1780 cm-1

expt DFT
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inverted V_s are associated with boundary
regions between open and closed field lines.
The precipitation of electrons and the corre-
sponding acceleration and escape of ionospher-
ic ions take place in clefts interfacing magnetic
anomalies and in the boundary interfacing the
large-scale magnetization region with the non-
magnetized region at Mars.

Results from ASPERA-3 on MEX (20) sug-
gest that energization and outflow of plasma
may initiate at fairly low altitudes. Similarly,
the nightside energization and outflow may also
reach down to low altitudes, perhaps even lower
in view of the low nightside ionization. The
observations of upward-accelerated ions com-
bined with downward-accelerated electrons are
observed on flux tubes that are semi-open or
open, connecting to strong crustal magnetiza-
tions. However, we also observe acceleration in
boundaries enclosing the large-scale regions of
crustal magnetization. The intense fluxes of
upgoing ionospheric ions represent the erosion
of ionospheric plasma and the formation of
plasma density cavities (21). A combination of
parallel electric fields and waves deepens the
cavities and promotes an acceleration process
in which parallel acceleration and heating are
strongly coupled. This is consistent with the
linear relation found between the ion peak/
beam energy and the beam temperature (Fig. 3,
left), as previously observed above terrestrial

discrete auroras associated with field-aligned
plasma acceleration (5).

Discrete auroras are therefore expected to
occur in clefts interfacing with strong crustal
magnetization regions at Mars (Fig. 5), but also
in the interface region connecting the void and
presence of crustal magnetizations at Mars. To
complete the analogy between terrestrial dis-
crete auroras and martian auroras, the precip-
itating energy flux of electrons Qa is derived by
adding the local energy flux Qi and the energy
flux gained by electron acceleration Pa down to
the atmosphere. Pa is computed using the
acceleration voltage (V0) inferred from upgoing
ionospheric ion beams (Fig. 3, left). For electro-
static acceleration along a unit magnetic flux
tube, assuming acceleration in a narrow altitude
range, the total energy flux gain is given by
Pa , eV0Fi, where Fi represents the local
downward electron flux. Thus Qa , Qi þ eV0Fi.
From 17 inverted V_s, we obtain the local max-
imum energy flux Qi 0 0.01 to 3 mW/m2, from
which we derive Qa 0 1 to 50 mW/m2. The
latter corresponds to 2- to 80-kilorayleigh visible
emissions (at 557.7 nm; the Bgreen line[) above
Earth. In a similar manner, the density distribu-
tion of atomic oxygen from a time-averaged
model of the martian atmosphere (22) suggests
that the green-line aurora is generated above
magnetic cusps and clefts in the nightside of
Mars at atmospheric heights of 50 to 80 km.
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Dissociation of MgSiO3 in the Cores of
Gas Giants and Terrestrial Exoplanets
Koichiro Umemoto,1 Renata M. Wentzcovitch,1* Philip B. Allen2

CaIrO3-type MgSiO3 is the planet-forming silicate stable at pressures and temperatures beyond
those of Earth’s core-mantle boundary. First-principles quasiharmonic free-energy computations
show that this mineral should dissociate into CsCl-type MgO þ cotunnite-type SiO2 at pressures
and temperatures expected to occur in the cores of the gas giants and in terrestrial exoplanets.
At È10 megabars and È10,000 kelvin, cotunnite-type SiO2 should have thermally activated
electron carriers and thus electrical conductivity close to metallic values. Electrons will give
a large contribution to thermal conductivity, and electronic damping will suppress radiative
heat transport.

T
he transformation of MgSiO3-perovskite
into the CaIrO3-type structure near Earth_s
core-mantle boundary (CMB) conditions

(1–3) invites a new question: What is the next
polymorph of MgSiO3? The importance of this
question has increased since the discoveries of
two new exoplanets: the Earth-like planet with

È7 Earth masses (4) (Super-Earth hereafter)
and the Saturn-like planet with a massive dense
core with È67 Earth masses (5) (Dense-Saturn
hereafter). The extreme conditions at the giants_
cores (6) and exoplanet interiors are challenging
for first-principles methods. Electrons are ther-
mally excited, and core electrons start to par-
ticipate in chemical bonds. This requires either
all-electron methods or the development of
pseudopotentials based on core orbitals. Neither
density functional theory (DFT) nor the quasi-
harmonic approximation (QHA) have been
tested at these ultrahigh pressures and temper-
atures (PTs). Here, we use the Mermin func-
tional (7), i.e., the finite electronic temperature

(Tel) version of DFT that includes thermal
electronic excitations, and ultrasoft pseudopo-
tentials (8) based on orbitals with quantum
number n 0 2 and 3 for all three atoms. We
studied MgSiO3, MgO, and SiO2 up to 80 Mbar
and 20,000 K (figs. S1 and S2, A to C).

MgSiO3 could transform to another ABX3-
type silicate or dissociate. We searched system-
atically for possible ABX3 structures having
likely high-pressure coordinations and connectiv-
ities, but found none with enthalpy lower than the
CaIrO3-type polymorph (see supporting online
material). This phase dissociated into CsCl-type
MgO and cotunnite-type SiO2 at 11.2 Mbar in
static calculations (Fig. 1). Both binary oxides
undergo phase transitions below 11.2 Mbar.
MgO undergoes the NaCl-type Y CsCl-type
transformation at 5.3 Mbar, and SiO2 under-
goes a series of phase transitions: stishovite Y
CaCl2-type Y a-PbO2-type Y pyrite-type Y
cotunnite-type at 0.48, 0.82, 1.9, and 6.9 Mbar,
respectively (Fig. 2). Our static transition pres-
sures agree well with previous first-principles
results (9–12) and experimental transition pres-
sures (13, 14), except for the a-PbO2-type Y
pyrite-type transition in SiO2, which has been
observed once at 2.6 Mbar (15). CsCl-type
MgO and cotunnite-type SiO2 have not yet
been seen experimentally. Baddeleyite-type and
OI-type phases occur as pre-cotunnite phases in
TiO2 (16), an analog of SiO2. Our results show
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inverted V_s are associated with boundary
regions between open and closed field lines.
The precipitation of electrons and the corre-
sponding acceleration and escape of ionospher-
ic ions take place in clefts interfacing magnetic
anomalies and in the boundary interfacing the
large-scale magnetization region with the non-
magnetized region at Mars.

Results from ASPERA-3 on MEX (20) sug-
gest that energization and outflow of plasma
may initiate at fairly low altitudes. Similarly,
the nightside energization and outflow may also
reach down to low altitudes, perhaps even lower
in view of the low nightside ionization. The
observations of upward-accelerated ions com-
bined with downward-accelerated electrons are
observed on flux tubes that are semi-open or
open, connecting to strong crustal magnetiza-
tions. However, we also observe acceleration in
boundaries enclosing the large-scale regions of
crustal magnetization. The intense fluxes of
upgoing ionospheric ions represent the erosion
of ionospheric plasma and the formation of
plasma density cavities (21). A combination of
parallel electric fields and waves deepens the
cavities and promotes an acceleration process
in which parallel acceleration and heating are
strongly coupled. This is consistent with the
linear relation found between the ion peak/
beam energy and the beam temperature (Fig. 3,
left), as previously observed above terrestrial

discrete auroras associated with field-aligned
plasma acceleration (5).

Discrete auroras are therefore expected to
occur in clefts interfacing with strong crustal
magnetization regions at Mars (Fig. 5), but also
in the interface region connecting the void and
presence of crustal magnetizations at Mars. To
complete the analogy between terrestrial dis-
crete auroras and martian auroras, the precip-
itating energy flux of electrons Qa is derived by
adding the local energy flux Qi and the energy
flux gained by electron acceleration Pa down to
the atmosphere. Pa is computed using the
acceleration voltage (V0) inferred from upgoing
ionospheric ion beams (Fig. 3, left). For electro-
static acceleration along a unit magnetic flux
tube, assuming acceleration in a narrow altitude
range, the total energy flux gain is given by
Pa , eV0Fi, where Fi represents the local
downward electron flux. Thus Qa , Qi þ eV0Fi.
From 17 inverted V_s, we obtain the local max-
imum energy flux Qi 0 0.01 to 3 mW/m2, from
which we derive Qa 0 1 to 50 mW/m2. The
latter corresponds to 2- to 80-kilorayleigh visible
emissions (at 557.7 nm; the Bgreen line[) above
Earth. In a similar manner, the density distribu-
tion of atomic oxygen from a time-averaged
model of the martian atmosphere (22) suggests
that the green-line aurora is generated above
magnetic cusps and clefts in the nightside of
Mars at atmospheric heights of 50 to 80 km.
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Dissociation of MgSiO3 in the Cores of
Gas Giants and Terrestrial Exoplanets
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CaIrO3-type MgSiO3 is the planet-forming silicate stable at pressures and temperatures beyond
those of Earth’s core-mantle boundary. First-principles quasiharmonic free-energy computations
show that this mineral should dissociate into CsCl-type MgO þ cotunnite-type SiO2 at pressures
and temperatures expected to occur in the cores of the gas giants and in terrestrial exoplanets.
At È10 megabars and È10,000 kelvin, cotunnite-type SiO2 should have thermally activated
electron carriers and thus electrical conductivity close to metallic values. Electrons will give
a large contribution to thermal conductivity, and electronic damping will suppress radiative
heat transport.

T
he transformation of MgSiO3-perovskite
into the CaIrO3-type structure near Earth_s
core-mantle boundary (CMB) conditions

(1–3) invites a new question: What is the next
polymorph of MgSiO3? The importance of this
question has increased since the discoveries of
two new exoplanets: the Earth-like planet with

È7 Earth masses (4) (Super-Earth hereafter)
and the Saturn-like planet with a massive dense
core with È67 Earth masses (5) (Dense-Saturn
hereafter). The extreme conditions at the giants_
cores (6) and exoplanet interiors are challenging
for first-principles methods. Electrons are ther-
mally excited, and core electrons start to par-
ticipate in chemical bonds. This requires either
all-electron methods or the development of
pseudopotentials based on core orbitals. Neither
density functional theory (DFT) nor the quasi-
harmonic approximation (QHA) have been
tested at these ultrahigh pressures and temper-
atures (PTs). Here, we use the Mermin func-
tional (7), i.e., the finite electronic temperature

(Tel) version of DFT that includes thermal
electronic excitations, and ultrasoft pseudopo-
tentials (8) based on orbitals with quantum
number n 0 2 and 3 for all three atoms. We
studied MgSiO3, MgO, and SiO2 up to 80 Mbar
and 20,000 K (figs. S1 and S2, A to C).

MgSiO3 could transform to another ABX3-
type silicate or dissociate. We searched system-
atically for possible ABX3 structures having
likely high-pressure coordinations and connectiv-
ities, but found none with enthalpy lower than the
CaIrO3-type polymorph (see supporting online
material). This phase dissociated into CsCl-type
MgO and cotunnite-type SiO2 at 11.2 Mbar in
static calculations (Fig. 1). Both binary oxides
undergo phase transitions below 11.2 Mbar.
MgO undergoes the NaCl-type Y CsCl-type
transformation at 5.3 Mbar, and SiO2 under-
goes a series of phase transitions: stishovite Y
CaCl2-type Y a-PbO2-type Y pyrite-type Y
cotunnite-type at 0.48, 0.82, 1.9, and 6.9 Mbar,
respectively (Fig. 2). Our static transition pres-
sures agree well with previous first-principles
results (9–12) and experimental transition pres-
sures (13, 14), except for the a-PbO2-type Y
pyrite-type transition in SiO2, which has been
observed once at 2.6 Mbar (15). CsCl-type
MgO and cotunnite-type SiO2 have not yet
been seen experimentally. Baddeleyite-type and
OI-type phases occur as pre-cotunnite phases in
TiO2 (16), an analog of SiO2. Our results show
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that, in agreement with previous calculations
(12), these phases are metastable with respect to
pyrite-type and cotunnite-type SiO2. Phonon
frequencies in the CaIrO3-type phase and in the
binary oxides increase with pressure. In our cal-
culations, no soft phonons occurred up to 80
Mbar, the pressure at Jupiter_s center. As
expected, soft phonons occurred in CsCl-type
MgO (È2 Mbar) and in cotunnite-type SiO2

(È1.5 Mbar) upon decompression (fig. S2).
Thermal electronic excitations have negligi-

ble effect on the structural, vibrational, and
thermal properties of these phases, even at
20,000 K, shifting the phase boundary by less
than 1 GPa. Empirically, the QHA should
work well until the thermal expansivity a(P,T )
becomes nonlinear (17). We find linear T
scaling up to the dashed lines in the phase
diagram shown in Fig. 3A. The Clapeyron
slope (dP/dT 0 dS/dV ) of the dissociation has
large negative values at most pressures: j18
MPa/K at 5000 K increasing to j33 MPa/K at
10,000 K. This is caused by an increase in the
average bond lengths E2.91 to 3.08 atomic units
(au) for Mg-O bond and 2.59 to 2.76 au for
Si-O bond^ across the dissociation as cation
coordination numbers increase. This decreases
the average phonon frequencies and increases
the entropy (18). At the same time, there is a
density increase of 1 to 3% (Fig. 3B; fig. S3 and
table S2). Negative Clapeyron slopes occurred
also for the NaCl-type to CsCl-type MgO and
for the pyrite-type to cotunnite-type SiO2. In
both cases, cation coordination numbers and
average bond lengths increase through the tran-
sition (3.10 to 3.33 au in NaCl-typeY CsCl-type
MgO; 2.81 to 2.90 au in pyrite-typeY cotunnite-
type SiO2).

This dissociation should affect models of the
gas giants_ cores (Fig. 3). CaIrO3-type MgSiO3

cannot exist in the cores of Jupiter and Saturn,
but should survive in the cores of Uranus and
Neptune, unless another phase transition not
identified yet occurs at lower pressures. In
Jupiter and Saturn, the dissociation occurs at
PTs typically expected within the metallic-
hydrogen envelope. The importance of this
transformation for terrestrial exoplanets is more
striking. Super-Earth is predicted to have a
temperature of at least È4000 K and a pressure
of È10 Mbar at its CMB (19). This places the
dissociation near its CMB. The eventual oc-
currence of this endothermic transition with a
large negative Clapeyron slope just above its
CMB would be similar to the occurrence of the
endothermic postspinel transition near the core
of Mars. Geodynamical modeling suggests that
this might be the cause of a proposed large
martian superplume (20). Convection in a
Dense-Saturn planet could be dramatically
affected. PTs in this planet should be higher
than in Saturn_s interior (Fig. 3), given its
smaller size and higher surface Ts. A transfor-
mation with such large negative Clapeyron
slope in the middle of the silicate core/mantle

of terrestrial planets is likely to inhibit con-
vection (21), promote layering, and produce
differentiated mantles/cores, with a lower layer
consisting primarily of oxides.

At PTs relevant for the giants and exoplan-
ets, major changes in materials properties take
place: These minerals become intrinsic semi-
conductors with electronic gaps (Fig. 4A). Local
density approximation (LDA) usually underesti-
mates band gaps by È50%, whereas electron-
phonon interactions cause gaps to narrow by a
couple of eVs at elevated Ts (22). The intrinsic
carrier Eelectrons (n) and holes (p)^ concen-
trations, in the range of 10,000 to 20,000 K
(Fig. 4B), are typical of semimetals or heavily
doped semiconductors. We focus on cotunnite-
type SiO2 with the largest carrier concentration.

In evaluating transport coefficients, we treat
holes as immobile (23). This model is moti-
vated by the relatively flat valence band edge
of cotunnite-type SiO2. Only thermal electrons
are free and can carry both electrical and heat
currents. The carrier density, n, from Fig. 4B
can be represented by

n 0 4
1

Vcl3th

! "1=2

ejEg=2kBT ð1Þ

where the thermal wavelength is lth 0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pI2=mekBT

q
, and the cell volume Vc and

effective mass me are 276 a0
3 and 0.4m, with

a0 and m being the Bohr radius and the
electron mass. Assuming that band gap Eg 0
5 eV and taking T 0 104 K, we obtain n , 8 #
1020 cmj3; 0.9% of SiO2 units have one
excited electron and hole. This carrier density
is typical of semimetals or heavily doped
semiconductors.

The electrical conductivity, s, is obtained
from (24, 25)

s 0 nem and m 0
ebtÀ
m

ð2Þ

where m is the mobility and btÀ is the average
inverse scattering rate. There are three scatter-
ing mechanisms: (i) Coulomb scattering of
carriers from each other; (ii) scattering from
impurities or defects; and (iii) scattering by
phonons, both FrPhlich (F) and optical defor-
mation potential (24). Coulomb scattering is
primarily electrons scattering from holes. Be-

Fig. 1. Crystal structures of the stable phases. (A) CaIrO3-type MgSiO3 at static 10 Mbar. The space
group is Cmcm. Lattice constants are (a, b, c) 0 (2.10, 6.42, 5.26) Å. Atomic coordinates are Mg(4c)
(0, 0.749, 0.25), Si(4a) (0, 0, 0), O1(4c) (0, 0.070, 0.25), and O2(8f) (0, 0.353, 0.438). (B) CsCl-
type MgO at static 12 Mbar. The space group is Pm3m. The lattice constant is a 0 1.870 Å. (C)
Cotunnite-type SiO2 at static 12 Mbar. The space group is Pbnm. Lattice constants are (a, b, c) 0
(4.69, 3.95, 2.08) Å. Atomic coordinates are Si(4c) (0.141, 0.232, 0.25), O1(4c) (0.435, 0.348,
0.25), and O2(4c) (0.666, 0.984, 0.25).

Fig. 2. Differences between static
enthalpies of aggregation of MgO
and SiO2 in various forms and
CaIrO3-type MgSiO3. Dashed lines
denote static transition pressures
of NaCl-type Y CsCl-type MgO,
a-PbO2-type Y pyrite-type SiO2,
and pyrite-type Y cotunnite-type
SiO2.
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cause holes are assumed to be localized, this is
just a form of charged impurity scattering and
likely weaker than scattering from impurities
(Al, Fe, OH). Impurity and FrPhlich scatter-
ing suffer Debye-H[ckel screening (24, 25),
with inverse screening length k given by k2 0
4pne2
eVkBT

. With our computed dielectric constant
eV , 4, 1/k È 4.7 ). We obtain the following
estimates (see supporting online material):

I
btDPÀ

0 0:07 ! T

104 K

! "3=2

eV ð3Þ

I
btFÀ

0 0:08 ! T

104 K

! "1=2

eV ð4Þ

I
btimpÀ

0 7:7ximp ! T

104 K

! "Y3=2

eV ð5Þ

where ximp is the fraction of Si atoms sub-
stituted by impurities of effective charge Z 0 1.
The FrPhlich and impurity rates have addi-
tional weak T-dependence (not shown) arising
from temperature-dependent screening.

The ratio between impurity and electron-
phonon scattering rates is

7:7ximp

0:15 0 50ximp, at
T 0 104 K. If more than 2% of Si atoms are
replaced by charged impurities, impurity scatter-
ing dominates but falls rapidly at higher T. Minor
element partitioning between MgO and SiO2 at
these conditions is unknown, and impurity cen-
ters may provide thermally inexpensive sources
of new carriers. Therefore, any estimate of the
influence of impurities has significant uncertain-
ty. Ignoring impurity scattering, the electron-
phonon scattering then gives an upper bound for
the electronic mobility m È 20 cm2/VIs. This
exceeds mobilities of typical metals (near 10
cm2/VIs at 300 K and falling as 1/T) but is
smaller than m È 1400 cm2/VIs for electrons in
intrinsic Si at 300 K. The result is s , 2.6 ! 103

(ohmIcm)j1. The corresponding resistivity, r ,
380 microhmIcm, is only twice that of liquid
iron at atmospheric pressure (26). We believe
this is a reliable lower limit and that uncertain-
ties (primarily the value of Eg, the concentra-
tion of charged impurity centers, and neglect of
some weaker phonon-scattering processes) may
increase the resistivity by less than a factor of

5 (see supporting online material). This would
still leave the material essentially a metal!

The thermal conductivity can be estimated
using an appropriate Weidemann-Franz ratio,

kelðTÞ 0
2k2BT

e2

# $
s , 40 W=mK. This is large

compared to values of 2 to 4 W/mK that are
representative of vibrational heat transport in hot
anharmonic insulators (27). We also conclude
that radiative heat transport should not be sig-
nificant, despite the high energy content in the
black-body spectrum at such high T. Because
of free electrons (28), no photons propagate
with frequencies less than the plasma frequency

wp 0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4pne2=eVme

q
, 0:9 eV. Above this energy,

electronic absorption from deep levels in the gap,
resulting from structural defects or impurities,
such as iron, is likely to limit the radiative term to
values smaller than the electronic contribution.
The conductivities, both thermal and electrical, of
cotunnite-type SiO2 and most oxides and silicates
in terrestrial exoplanets will be large because of
carriers activated over the insulating gap.

The dissociation of CaIrO3-type MgSiO3

stands as a challenge to be investigated by
ultrahigh-pressure experiments. An alternative,
low-pressure analog is NaMgF3. This com-
pound exists in the Pbnm-perovskite structure
at ambient pressure and is predicted to trans-
form to the postperovskite structure at 17.5 GPa
and to dissociate into NaF (CsCl-type) and
MgF2 (cotunnite-type) at È40 GPa, after the
fluorides undergo transitions similar to those of
the oxides (29). The postperovskite transforma-
tion appears to have been observed already
(30), although the dissociation has not been
observed yet.
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Fig. 3. (A) Pressure-
temperature phase diagram
showing the dissociation
of CaIrO3-type MgSiO3
into CsCl-type MgO and
cotunnite-type SiO2. Red
areas denote estimated
pressure-temperature con-
ditions at core-envelope
boundaries in the solar gi-
ants and in Super-Earth.
Dashed lines indicate the
limit of validity of the
quasiharmonic approxima-
tion (QHA). The dashed part
of the phase boundary is
more uncertain. (B) Density
increase caused by the
dissociation.

Fig. 4. (A) Solid and dashed lines denote the LDA band gaps of the phases involved, EgLDA and 2 !
Eg

LDA, respectively. Actual band gaps should be in this range. (B) Total carrier (n 0 electrons, p 0
holes) concentration at 10,000 K (solid lines) È 20,000 K (dashed lines) assuming Eg 0 2 ! Eg

LDA.
This should be a lower bound for the carrier concentration.
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We present a first-principles study of the electron-phonon interaction and the prediction of the
superconducting critical temperature in molecular metallic hydrogen. Our study is able to single out
the features which drive the system towards superconductivity: mainly, a rich and complex Fermi surface
and strongly coupled phonon modes driving the intra- or intermolecular charge transfer. We demonstrate
that in this simple system, a very high superconducting critical temperature can be reached via electron-
phonon and Coulomb electron-electron interactions.

DOI: 10.1103/PhysRevLett.100.257001 PACS numbers: 74.62.Fj, 74.20.!z, 74.25.Jb, 74.25.Kc

Hydrogen might seem the simplest element in the peri-
odic table; however, it exhibits many puzzling and unusual
properties which still remain undisclosed, despite the enor-
mous efforts dedicated by quantum physicists. The results
of this intense research effort made it clear that hydrogen is
not simple at all: as an example, its (P, T) phase diagram is
among the most complicated ones [1,2] and only very
recently (partially) accessible to experiments [3,4].

The possibility of high-temperature superconductivity in
metallic hydrogen, suggested in 1968 by N. W. Ashcroft
[5], represents one of the most fascinating and intriguing
topics and involves very fundamental issues ranging from
the theoretical understanding of the limits of electron-
phonon superconductivity, to implications in astrophysics
[6]. In fact, based on the simple Bardeen-Cooper-
Schrieffer (BCS) theory of superconductivity, we can
understand why metallic hydrogen could be a good super-
conductor [5]: this system has very high phonon frequen-
cies due to the light H mass, and it has a possibly strong
electron-phonon interaction related to the lack of core
electrons and to the quite strong covalent bonding. Many
studies, aiming at investigating further this possibility
[7,8], collected strong evidence pointing to high-Tc super-
conductivity; at the moment; however, the full scenario is
still far from being clear and well established. One of the
difficulties stems from the need of an adequate theoretical
approach to the superconducting properties, relying on a
full and consistent treatment of the electron-phonon (e-ph)
and of the repulsive electron-electron (e-e) interaction
[7,9].

In this Letter, we present a fully ab initio prediction of
superconductivity in solid metallic hydrogen, based on the
recently introduced density functional theory of supercon-
ducting state (SCDFT) [10,11]. This approach has been
successful in the study of materials at ambient [12–14] and
high [15] pressure. We show that molecular hydrogen
gathers many peculiarities and fascinating features favor-
ing the occurrence of the superconducting (SC) phase. We
find an electron-phonon superconductivity in the Cmca

structure (see later), with critical temperature (Tc) values
up to 242 K at 450 GPa. Our calculations reveal a Fermi
surface (FS) with many different and nonconnected sheets,
strongly coupled with inter- and intramolecular phonon
modes. This combination gives rise to anisotropic, multi-
band superconductivity.

Within SCDFT [10,11], we treat both e-ph and e-e
interactions on the same ground, overcoming the difficul-
ties related to the treatment of the Coulomb interaction,
normally included, in the context of the Eliashberg theory,
through the Morel-Anderson pseudopotential !" [16]. In
fact, the need to include a more elaborate Coulomb inter-
action in the case of H under high pressure is in line with
the conclusions of Richardson and Ashcroft [7]. Our pre-
dictions are based on normal state results obtained within a
plane-wave [17] density functional theory approach, in the
local density approximation (DFT-LDA). Phonons and
e-ph interaction matrix elements are obtained within the
density functional perturbation theory [18], while the
screened e-e matrix elements are calculated in the static
RPA approximation [19].

We first address the problem of the structural phases of
metallic hydrogen. A liquid metallic phase at high pressure
has been suggested based on the existence of a maximum
in the melting curve of the (P, T) phase diagram [20]. In
any case, proton quantum effects [21] would not allow, by
now, a complete and accurate ab initio approach.

On the other hand, solid phases are accessible to first-
principles methods, as confirmed by earlier DFT-LDA
calculations of the T # 0 K phase diagram [1]. In addition,
the competition among possible candidate phases has been
recently addressed through an extended first-principles
study by Pickard and Needs [2] who pointed to the metallic
Cmca phase as the most stable in a pressure interval
between ’ 400 and 500 GPa.

The stability of the metallic Cmca phase (above
150 GPa) has been previously anticipated by Johnson and
Ashcroft [1]; however, the well-known band-gap problem
within density functional theory severely hindered the
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two ‘‘prismlike’’ Fermi sheets ("ba;k) and the softened
vibronic modes, able to activate charge transfer within
intra- and intermolecular states. While strongly renormal-
ized zone-center phonons contribute to the coupling within
individual FS sheets, high-q scattering, mainly coming
from phononic modes, gives rise to interband transitions
between the various FS’s, coupling bonding states within
the H-layer to interlayer states. The presence of multiple
Fermi surfaces provides a ‘‘q-distributed’’ coupling, with
several modes contributing to the pairing; this allows to
increase ! still avoiding a lattice instability, which could
result from very high coupling at some specific q’s. In fact,
the Eliashberg function (Fig. 4) shows three main fre-
quency regions, all of them strongly coupled to the elec-
trons and associated with phononic, libronic, and vibronic
modes, in an increasing frequency order; however, a net
distinction between phononic and libronic modes is pre-
vented due to the branch mixing caused by the large
renormalization of the libronic modes. As the pressure
rises, the coupling increases, and a new feature appears
at ! 1700 cm"1. The first effect is due to the increasing

density of states at EF and to interband (high-q) scattering
with phononic modes and intraband scattering with soft-
ened libronic modes at q # !: as the molecular distance
along the c axis shortens, the interlayer charge keeps
growing and becomes very sensitive to molecular rotation
and translation. The additional peak in the "2F$!% comes
from an extra band ("ab;k) which crosses the Fermi level
close to R point (see inset in Fig. 1). This creates a new
electron-type Fermi sheet, strongly coupled with in phase
libronic modes, and opens a further coupling channel at
higher pressure giving rise to a jump in ! at ! 435 GPa.

Note that the e-ph coupling is not monotonic with
pressure: the increased metallization progressively brings
the system towards a more free-electronlike state, where
the electron-ion interaction is more efficiently screened
out. Although rather large, the values of ! are of the
same order as, e.g., those obtained in fcc-Li under high
pressure (40 GPa), leading to Tc ’ 20 K. In the case of
hydrogen, we expect that the large phonon frequencies
provided by the H2 vibronic modes may lead to much
higher Tc’s.

The Tc was calculated solving the SCDFT anisotropic
gap equation. The e-ph matrix elements as well as the RPA
screened Coulomb repulsion were treated on equal footing
and without any averaging process, i.e., with full
k-dependence. As previously shown in the case of low-
density metals [15], and discussed by Richardson and
Ashcroft [9], a complete inclusion of both interactions is
crucial to reproduce experimental Tc’s. We find very high
Tc’s, considerably increasing with pressure up to 242 K at
450 GPa (see Fig. 5). Comparing the insets of Figs. 4 and 5,
it is clear that Tc follows closely the ! behavior with
pressure. As anticipated, we predict a multigap (three-
gap) superconductivity, which is progressively lost at
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